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ABSTRACT
Expert judgment often involves estimating magnitudes, such as the frequency of deaths due to a pandemic. Three experiments 
(Ns = 902, 431, and 755, respectively) were conducted to examine the effect of outcome framing (e.g., half of a threatened group 
expected to survive vs. die), probability level (low vs. high), and probability format (verbal, numeric, or combined) on the esti-
mated frequency of survivals/deaths. Each experiment found an interactive effect of frame and probability level, which supported 
the hypothesis that forecasted outcomes received by participants were implicitly quantified as lower bounds (i.e., “at least half”). 
Responding in a manner consistent with a lower- bound “at least” interpretation was unrelated to incoherence (Experiments 1 
and 2) and positively related to numeracy (Experiments 1 and 3), verbal reasoning (Experiment 3), and actively open- minded 
thinking (Experiments 2 and 3). The correlational results indicate that implicit lower bounding is an aspect of linguistic inference 
and not a cognitive error. Implications for research on framing effects are discussed.

1   |   Introduction

Experts are often called upon to provide assessments of an 
expected frequency or magnitude. For instance, marine biolo-
gists might be called on to estimate the effect of a 1° rise in sea 
temperature on the number of particular fish species in a given 
region. Or, intelligence analysts might be asked to estimate the 
number of civilians who might die if a military intervention 
under consideration were to be conducted. In such cases, ex-
perts can seldom estimate or forecast quantities with certainty. 
Often, they will provide probability estimates of expected fre-
quencies, which may be expressed in proportional terms. The 
marine biologist might provide an assessment such as, “if sea 
temperature were to rise by one degree in the next year, it is 
highly likely that the current populations of several fish spe-
cies will be cut to half of their current levels within the next 5 
years.”

Such assessments have multiple uncertainties associated with 
them. Perhaps most transparently, there is the first- order 
probability, expressed in this example with the term highly 
likely. However, verbal probabilities are themselves vague (for 
a review, see Dhami and Mandel 2022), creating “decoding un-
certainties” for communication receivers (Ho et al. 2015). The 
assessment also involves quantification that receivers must 
interpret. For instance, is the term half in the marine biologist 
example to be interpreted as exactly half, at least half, at most 
half, or yet some other way? Linguistic accounts of quantifi-
ers vary in their predictions (for a review, see Spector 2013), 
yet all permit circumstances in which each of the former ap-
proximators (Ferson et al. 2015) might be expected. However, 
in most accounts, the at most interpretation is neither part 
of the default semantics nor standard pragmatic rules but 
rather licensed by knowledge of circumstances within which 
the expression arises. According to neo- Gricean accounts 
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(Horn 1992; Levinson 2000; van Rooij 2006), quantifiers are 
lower bounded (i.e., their default semantics is “at least q,” 
where q stands for quantifier), but this reading could be prag-
matically strengthened to convey “exactly q” (i.e., to convey 
“at least q and not more than q”). In contrast, Breheny (2008) 
posits an “exactly q” semantics that can be pragmatically 
weakened to “at least q.” Geurts  (2006) posits that quantifi-
ers are ambiguous and can take on “at least q” or “exactly q” 
semantics, whereas Carston  (1998) argues that quantifiers 
are not only ambiguous but also underspecified. More gen-
erally, the alternative accounts differ in the importance that 
they assign to compositional (grammatical) or postcomposi-
tional (pragmatic) linguistic processes (Chierchia, Fox, and 
Spector 2012).

Remarkably, literature in judgment and decision- making, 
which frequently uses tasks involving descriptions with 
quantifiers, has all but neglected the important implications 
of linguistic theories of quantification for understanding 
framing effects (Mandel  2015b) and other results that bear 
on claims about human rationality in judgment and choice 
(Borg 2022). This is remarkable precisely because a framing 
effect is a linguistic effect in which alternative descriptions 
conveying the same information (deemed “descriptively in-
variant”) due to their extensional equivalence still have dif-
ferent effects on preference, choice, or judgment (Tversky and 
Kahneman 1981). Nevertheless, researchers for the most part 
have simply assumed that quantifiers are interpreted as “ex-
actly the quantity specified.”

Our principal aim here is not to test alternative linguistic theo-
ries of quantification but, rather, to leverage their permissibil-
ity of lower bounding (i.e., at least readings) as an explanatory 
construct. This construct is then used to test predictions about 
how the framing of the nonnumeric quantifier, half, and the 
expression of probabilities assigned to quantified outcomes 
(as in the marine biologist example given earlier) will interact 
to influence the interpretation of such statements. We build 
directly on framing research which has shown that one rea-
son why gain–loss framing effects occur is due to the lower 
bounding of quantifiers in alternatively framed prospects. 
Mandel (2014, Experiment 3) demonstrated that the majority 
of participants, when given a standardly worded version of an 
isomorph of the well- known Asian Disease Problem (Tversky 
and Kahneman 1981), interpreted the numeric quantifiers in 
the certain option to mean “at least the specified quantity.” 
In the same experiment, among participants who adopted an 
exactly interpretation of the relevant quantifiers, no framing 
effect was observed. However, a framing effect was found 
among participants having a lower- bound (at least) interpreta-
tion. These findings suggest that past theoretical accounts of 
framing effects are incomplete and call into question prescrip-
tive claims about the (ir)rationality of human decision- making 
(Fisher and Mandel 2021; Mandel 2022; Teigen 2011).

2   |   The Present Research

This work extends the investigation of the role of lower bound-
ing in framing effects. In contrast to Mandel (2014), the present 
research focuses on the framing of outcomes under conditions 

in which the quantifier is nonnumeric. Specifically, we exam-
ined the interpretation of the quantifier half in conjunction 
with probability information that was presented in alterna-
tive formats including numeric, verbal, or a combination of 
the two. Whereas earlier work focused on the effect of frames 
on risky choice, this research focused on the effect of frames 
on frequency estimation. To illustrate the issue more clearly, 
consider a scenario in which 1000 lives are threatened by war. 
We manipulated frames by asking participants to consider as-
sessments worded either as “It is likely that half of these civil-
ians will survive” or as “It is likely that half of these civilians 
will die,” after which they were asked to estimate the exact 
number of people who will be saved or who will die, respec-
tively. (For purposes of analysis, we converted estimates of 
the number of deaths in the die condition into complementary 
estimates of lives saved by subtracting the original value pro-
vided from 1000.) If the quantifier half is interpreted as ex-
actly half, then in both frames, a participant asked to estimate 
the frequency of survivors should indicate 500. If individuals 
adopt an at least lower- bound interpretation of the quantifier, 
reading it as “certainly half and possibly more” (Geurts and 
Nouwen  2007), then, on average, the estimate of survivors 
should be greater than 500 in the survive condition and less 
than 500 in the die condition.

We further expected that the effect of lower- bounded inter-
pretations of alternative frames would interact with the stated 
probability level. In contrast to the high probability condition 
just considered, imagine that the assessment given had in-
stead used the term unlikely, namely, “It is unlikely that half 
of these civilians will [survive, die]. If half were treated as “ex-
actly 500,” the statement might convey a symmetric displace-
ment from the quantity. That is, the improbability of “exactly 
500” surviving or dying could result in either more or less than 
500 surviving or dying. If there were no preference for one 
or the other, one might observe a bimodal distribution with a 
mean estimate close to 500. However, if participants tend to 
interpret the quantifier as “at least 500”—namely, as 500 or 
more—and if this possible range is unlikely, one might expect 
the mean estimate of survivors to be less than 500. Following 
the same reasoning, we expected that when it is unlikely that 
half will die, the mean estimated number of survivors would 
exceed 500 (i.e., less than half are expected to die). We tested 
the predicted interaction effect between frame and probability 
level in three experiments.

Our research also examined whether this predicted interaction 
effect is moderated by probability format. For instance, some 
studies suggest that verbal probabilities signal optimism or pes-
simism about future states more effectively than numeric prob-
abilities of comparable magnitude (Collins and Mandel  2019; 
Collins, Mandel, and Macleod  2024; Teigen and Brun  1995). 
Accordingly, one might predict that the hypothesized interaction 
effect just described would be stronger in a verbal probability 
format than in a numerical format. However, the interpretation 
of verbal probabilities is often regressive (e.g., Mellers et al. 2017; 
Mandel 2015a; Mandel and Irwin 2021; Smithson et al. 2012) and 
fuzzy (for a review, see Dhami and Mandel  2022). Regression 
could result in a weaker interaction effect in the verbal condition 
because it would weaken the manipulation of the probability 
level relative to the numeric condition.
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Finally, in contrast to the linguistic accounts of quantifica-
tion noted earlier, some decision- making literature suggests 
that participants who do not adopt the exactly interpretation 
of quantifiers may have adopted an inferior interpretation. For 
instance, Shafir and LeBoeuf (2002) state that some coherence 
violations might be due to “conversational misinterpretations” 
(p. 506). This “deficient reading” hypothesis is not well sup-
ported by existing evidence. Susceptibility to framing effects 
is not robustly correlated with measures of cognitive ability 
or cognitive styles such as need for cognition and actively 
open- minded thinking (AOT) (Mandel and Kapler  2018). 
Nevertheless, no study, to our knowledge, has examined 
whether so- called deficient readings of quantifiers, such as 
interpreting the term half as a lower bound, are associated 
with indicators of irrational judgment or choice. We tested this 
hypothesis by examining whether various task- related coher-
ence violations (e.g., violations of monotonicity) were greater 
among participants whose magnitude judgments conformed to 
a lower- bound interpretation than to those whose judgments 
did not conform to such an interpretation. We expected that 
coherence violations would be inversely related to other indi-
cators of cognitive ability, such as numeracy, verbal reasoning 
skill, and an AOT disposition (Baron et al.  2015), which has 
been negatively associated with accuracy (Haran, Ritov, and 
Mellers 2013) and certain cognitive biases that violate coher-
ence principles (Toplak, West, and Stanovich 2017). However, 
in line with linguistic account of quantification, we expected 
that such violations would be uncorrelated with whether par-
ticipants gave lower- bound- consistent estimates or not.

3   |   Experiment 1

3.1   |   Materials and Methods

3.1.1   |   Participants

Participants were recruited from Canada and the United 
States through Qualtrics Panels, an online crowdsourc-
ing service, at an estimated remuneration rate of 7.50 USD. 
Participants were required to have English as their first lan-
guage and were prohibited from completing the experiment 
on a smartphone. Consistent with prior research (Mandel 
and Irwin  2021; Irwin and Mandel  2023), participants were 
screened out if they failed to pass a one- item instructional 
manipulation check used to detect inattention to task instruc-
tions (Oppenheimer, Meyvis, and Davidenko 2009) or if they 
provided incoherent lower-  and upper- bound estimates during 
a probability- interpretation task (i.e., if their lower- bound es-
timate exceeded their relevant upper- bound estimate). The 
sample (N = 902) meeting these criteria was 50.8% male and 
had a mean age of 43.82 years (SD = 11.66). This sample size 
exceeded the calculation of a minimum required sample size 
of 760 for the primary analysis involving factorial analysis of 
variance (ANOVA) with 12 between- subject conditions (i.e., 
probability format [3] × probability level [2] × frame [2]). Using 
G*Power (Faul et al. 2007), this estimate was based on setting 
Type I and II error rates set to 5% and using an estimated par-
tial η2 = 0.02 (i.e., a small-  to medium- sized effect for the pre-
dicted two- way interaction). The larger sample obtained was 
sufficient to meet the requirements of other statistical tests 

unrelated to this research, and the postscreened sample size 
was set a priori with the Qualtrics Panels service provider.

3.1.2   |   Design

Participants were randomly assigned to 12 conditions in a 3 
(probability format: verbal, numeric, combined) × 2 (probabil-
ity level: low, high) × 2 (frame: survive, die) between- subject 
factorial design. Probability format refers to whether partici-
pants responded to an intelligence forecast containing a verbal 
probability term (e.g., likely), a numeric range (e.g., 60%–90%), 
or a verbal term combined with a parenthesized numeric range 
(e.g., likely [60%–90%]). Probability level indicates whether the 
forecast conveyed a low probability (e.g., unlikely [10%–40%]) 
or a high probability (e.g., likely [60%–90%]). Frame refers to 
whether the forecasted outcome was framed positively (i.e., half 
of a group of displaced civilians will survive) or negatively (i.e., 
half of the group will die).

3.1.3   |   Materials and Procedure

Supporting Information and data for Experiments 1–3 are avail-
able at https:// osf. io/ m8kst/  .

Prior to commencement, Defence Research and Development 
Canada's Human Research Ethics Committee approved 
Experiments 1–3. Experiment 1 was administered using Qualtrics 
and counterbalanced with two other brief studies (described in 
Collins and Mandel 2019 and Mandel et al. 2021, respectively). 
During the experiment, participants were unable to view or alter 
responses entered on previous screens.

At the start of Experiment 1, participants were informed that 
they would answer a series of questions regarding a hypotheti-
cal intelligence forecast. Parts of the procedure were intended 
to address questions about the effect of probability format on 
the interpretation of probability assessments. Mandel and 
Irwin  (2021) discuss those research aims. Participants were 
introduced to the NATO standard for communicating prob-
abilities in intelligence assessments, and they were told that 
an analyst had used one of the probability terms when mak-
ing the forecast. The use of the standard was not central to 
the present research aims. However, we report the method in 
full. A vignette containing a hypothetical intelligence forecast 
was then presented as follows (probability format indicated 
in braces, probability level, and frame manipulations shown 
in brackets):

In a war- torn region, the UN recently relocated 1000 displaced 
civilians from a particular ethnic group to a safer location. 
However, their lives are now at stake due to the expansion of 
ethnopolitical warfare into that region.

Given the current situation on the ground, a senior intelligence 
analyst specializing in that region assesses

{Verbal condition} “It is [likely/unlikely] that half of 
these civilians will [survive/die].”
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{Numeric condition} “There is a [60% -  90%/10% -  40%] 
chance that half of these civilians will [survive/die].”

{Combined condition} “It is [likely (namely, there is a 
60% -  90% chance)/unlikely (namely, there is a 10% -  
40% chance)] that half of these civilians will [survive/
die].”

The text above remained onscreen as participants answered 
questions about the forecast. Participants were able to review 
the NATO standard by clicking a button before proceeding to 
the first set of questions. During the subsequent probability- 
interpretation task, participants were asked to provide their best, 
lowest, and highest estimates of the probability that the intelli-
gence analyst had in mind using sliders ranging from 0 to 100. 
(All sliders in the core experiment had a default starting position 
of zero. Participants who wanted to select zero as their response 
were still required to input it by clicking the slider.) Mandel and 
Irwin (2021) analyzed responses to these questions, which were 
not the focus of the present research. However, as noted earlier, 
these data were used to exclude participants who provided inco-
herent lower-  and upper- bound estimates (i.e., where the former 
was larger than the latter).

On the same page, participants were asked a fourth question 
(frame manipulation shown in brackets): “If you had to estimate 
the exact number of civilians that will [survive/die], what 
would it be?” They responded on a slider ranging from 0 to 1000, 
which moved in increments of 1 and had labels for each incre-
ment of 100. This response variable, after transformation (de-
scribed later), served as the primary dependent variable.

Participants were once again able to review the NATO standard. 
The next series of questions probed participants' judgments of 
cumulative probability. Using sliders ranging from 0 to 100, they 
were asked to estimate the probability that 0 or more civilians 
will [survive/die], 100 or more civilians will [survive/die], 200 
or more civilians will [survive/die], and so on (i.e., 300, 400, 
500, 600, 700, 800, 900, or more) up to the probability that all 
1000 civilians will [survive/die]. Data from this task were used 
to compute two coherence measures. First, whether partici-
pants assigned a probability of 100% to the possibility of “0 or 
more” surviving/dying was recorded. Because “0 or more” in-
cludes all possibilities, a coherent response would be to assign 
a 100% chance. Second, the number of monotonicity violations 
committed by each participant within his or her set of cumu-
lative probability judgments was recorded. The two measures 
had acceptable scale reliability (Cronbach's α = 0.67) and were 
averaged following standardization. Higher values on the scale 
indicate greater incoherence.

Next, participants completed the one- item instructional ma-
nipulation check (Oppenheimer, Meyvis, and Davidenko 2009) 
which, as noted earlier, was used as a screening criterion. Those 
who successfully completed this item then completed in the 
following order: (a) a 10- item numeracy scale comprising eight 
questions from Lipkus, Samsa, and Rimer (2001) and two ques-
tions from Cokely et al.  (2012); (b) an 8- item verbal reasoning 
skill test using verbal analogy items from the 29- item Penn 
Verbal Reasoning Test (Bilker et al. 2014); and (c) the eight- item 

AOT scale from Baron et al.  (2015). Participants responded to 
the AOT items on a 5- point scale ranging from −2 (strongly dis-
agree) to 2 (strongly agree). The numeracy and verbal reasoning 
tests were scored as the proportion of correct responses, and 
AOT was calculated as the mean across items. Finally, partic-
ipants provided demographic data used to describe the sample.

3.2   |   Results

Frequency estimates in the die condition were converted to the 
estimated number of survivors by subtracting participants' esti-
mates from 1000. We then conducted a 3 (probability format) × 2 
(probability level) × 2 (frame) between- subject factorial ANOVA 
on the estimated number of lives saved using α = 0.05 as the 
Type I error rate. Levene's test of the equality of error variances 
was significant (F[11, 890] = 3.12, p < 0.001). While the results 
must be interpreted cautiously, given that the design- cell sam-
ple sizes did not vary substantially (nmax/nmin = 86/66 = 1.3), the 
homogeneity of error variance assumption may be relaxed. (A 
heuristic for making this determination is that nmax/nmin < 1.5.) 
As expected, there was a significant frame × probability level in-
teraction effect (F[1, 890] = 157.25, p < 0.001, ηp

2 = 0.150), which 
was qualified by the three- way interaction effect (F[2, 890] = 4.54, 
p < 0.011, ηp

2 = 0.010). (There was a significant main effect of 
frame (F[1, 890] = 25.63, p < 0.001, ηp

2 = 0.028). However, this ef-
fect is not of theoretical interest, and furthermore, it was qualified 
by the reported interactions).

Characteristics of the two- way interaction strongly cohere with a 
lower- bound interpretation of half. Consistent with lower bound-
ing, when probabilities were described as high, the mean esti-
mated number of survivors in the survive condition was greater 
than exactly half (M = 553.90, 95% CI [530.86, 576.93]) and the 
mean estimate was lower than exactly half in the die condition 
(M = 465.21, 95% CI [441.84, 488.57]). Moreover, in line with the 
lower- bounding hypothesis, for low probabilities, the opposite pat-
tern occurred: the mean estimate was lower than exactly half in 
the survive condition (M = 424.45, 95% CI [400.95, 447.94]), and it 
was higher than exactly half in the die condition (M = 633.24, 95% 
CI [610.02, 656.46]). The three- way interaction plotted in Figure 1 
shows that the crossover pattern expected on the basis of lower 
bounding is stronger when numeric probabilities are presented 
(i.e., combined and numeric conditions) than when only verbal 
probabilities are presented. However, without exception, all 12 cell 
means were in the expected direction.

Next, the lower- bounding hypothesis was tested by coding 
whether each participant's untransformed estimate was consistent 
(≥ 500) or inconsistent (< 500) with a lower- bound interpretation. 
Roughly two- thirds of the sample (68.7%, 95% CI [66.0%, 71.5%]) 
gave lower- bound- consistent estimates. This rate was not contin-
gent on frame, probability level, or probability format (all p > 0.10 
based on chi- square tests). Results were comparable if the minority 
(14.9%) of participants who gave estimates of exactly 500 were ex-
cluded. Among the remaining 768 participants, 68.8% (95% CI 
[65.5%, 71.6%]) gave lower- bound consistent responses.

Finally, the normative basis of lower- bound responding was 
probed by examining whether participants who conformed to 
this pattern were more prone to committing coherence violations 
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within the task and whether lower- bound responders were less 
numerate, less adept at verbal reasoning, or less prone to having 
an AOT style. A majority (75.8%) gave an incoherent response to 
the question about the probability of zero or more surviving and a 
majority (60.5%) exhibited at least one monotonicity violation. As 
Table 1 shows, the tendency to provide estimates consistent with 
lower bounding was weakly positively related to numeracy, but 
unrelated to any of the other measures. Participants who gave 
lower- bound- consistent estimates tended to be more numerate. 
The findings were comparable if participants who responded 
with a value of 500 were excluded (see bold values in Table 1). 
As expected, incoherence was associated with lower numeracy, 
poorer verbal reasoning, and a lower propensity for AOT.

3.3   |   Discussion

Both the analysis of mean differences in frequency estimates and 
proportions of lower- bound- consistent responding in Experiment 
1 supported the hypothesis that many individuals treat quantifiers 

in descriptions as lower bounds, or less restrictively, they do not 
necessarily treat quantifiers as meaning “exactly that much.” 
Lower- bound- consistent responding was associated with greater 
numeracy and not with greater incoherence, contrary to the hy-
pothesis that interpretations of quantifiers that do not align with 
an “exactly” reading represent a form of cognitive deficiency.

4   |   Experiment 2

Experiment 2 aimed to replicate the key findings of Experiment 
1 while implementing methodological improvements. In 
Experiment 1, participants were asked to interpret the probabil-
ity expression contained in the intelligence forecast before mak-
ing their frequency estimate. The former task response could 
have influenced their estimation responses, which are critical 
to the present hypothesis tests. In Experiment 2, task order was 
modified such that the measures of primary interest (frequency 
estimates and the cumulative probability judgments) were com-
pleted first. Experiment 2 was also simplified by focusing on the 
effect of two distinct probability formats (verbal and numeric) 
and by removing opportunities for participants to review the 
NATO standard on the communication of probabilities, which 
had been implemented in Experiment 1 for purposes unrelated 
to the present research aims.

4.1   |   Materials and Methods

4.1.1   |   Participants

Native English speakers were recruited from Canada and the 
United States through Qualtrics Panels using the same screen-
ing criteria applied in Experiment 1. The sample (N = 431) 
meeting these criteria was 50.6% male with a mean age of 
41.71 years (SD = 11.57). The sample slightly exceeded the es-
timate of 423 required to ensure comparable statistical power 
to Experiment 1 with a slightly increased estimated effect size 
(partial η2 = 0.03), which may be regarded as a conservative 
estimate given the larger one obtained in Experiment 1 for 
the predicted two- way (frame × probability level) interaction 
effect. As in Experiment 1, the required postscreened sample 

FIGURE 1    |    Estimated frequency of survivors by probability format, probability level, and frame in Experiment 1. Note: Error bars are estimated 
marginal means with 95% confidence intervals. Raincloud plots are from sample data.

TABLE 1    |    Pearson correlations among key variables in Experiment 1.

LBC NUM VR AOT INCOH

LBC — 0.13** 0.04 −0.01 −0.04

NUM 0.13** 0.69 
(0.21)

0.45** 0.36** −0.34**

VR 0.03 0.56 
(0.24)

0.37** −0.26**

AOT −0.03 0.67 
(0.57)

−0.25**

INCOH −0.05 0.00 (0.87)

Note: Scale M and SD (the latter are in parentheses) are reported on the diagonal 
line. The scores for NUM and VR scales are the proportion of items correct. Bold 
values are correlations that remove participants who estimated a value of 500 
(remaining n = 768).
Abbreviations: AOT = actively open- minded thinking scale, 
INCOH = incoherence scale, LBC = lower- bound consistent (0 = no, 1 = yes), 
NUM = numeracy scale, VR = verbal reasoning scale.
*p < 0.05, and **p < 0.01.
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size was communicated to the Qualtrics Panels service pro-
vider in advance of data collection.

4.1.2   |   Design

Participants were randomly assigned to eight conditions in a 2 
(probability format: verbal, numeric) × 2 (probability level: low, 
high) × 2 (frame: survive, die) between- subject factorial design.

4.1.3   |   Materials and Procedure

Experiment 2 was counterbalanced with another brief task 
described in Collins, Mandel, and Macleod  (2024). As in 
Experiment 1, participants were first introduced to the NATO 
standard for communicating probability in intelligence assess-
ments. Next, they were presented with the same vignette used 
in Experiment 1. Participants then estimated the exact number 
of civilians that would survive or die depending on the framing 
condition to which they were assigned. The question wording 
and response scale were identical to those used in Experiment 
1. Participants then completed the cumulative probability 
judgment task, followed by the probability- interpretation 
task. (After providing probability interpretations, participants 
were asked “How confident are you that the analyst's intended 
probability falls within your lower and upper bounds?” They 
responded on a slider ranging from 50 (“Not at all confident”) 
to 100 (“Completely confident”), which moved in increments of 
1. Data from the probability interpretation task (including the 
confidence question) were collected for an unrelated set of aims 
closely related to those described by Mandel and Irwin (2021).

Following the core experimental tasks, participants who 
passed the instructional manipulation check went on to com-
plete the numeracy scale (Whereas the numeracy test used in 
Experiment 1 elicited a combination of multiple- choice and 
text- box inputs, in Experiment 2, we used a purely multiple- 
choice test for ease of scoring. For both versions of the numer-
acy test, see https:// osf. io/ m8kst/  ), the verbal analogy items 
from the Penn Verbal Reasoning Test, the AOT scale, and de-
mographic questions in that order.

4.2   |   Results

As in Experiment 1, frequency estimates in the die condition 
were converted to the estimated number of survivors by sub-
tracting them from 1000. A 2 (probability format) × 2 (prob-
ability level) × 2 (frame) between- subject factorial ANOVA 
was conducted on the estimated number of survivors using 
α = 0.05 as the Type I error rate. Levene's test was significant 
(F[7, 423] = 2.34, p = 0.024). However, as in Experiment 1, the 
sample sizes of the specific conditions did not vary substantially 
(nmax/nmin = 65/49 = 1.3) and the requirement for the homoge-
neity of variance assumption to be met may be relaxed. There 
was a significant frame × probability level interaction effect 
(F[1, 423] = 63.33, p < 0.001, ηp

2 = 0.130), which was qualified 
by three- way interaction (F[1, 423] = 4.68, p = 0.031, ηp

2 = 0.011). 
(There were also significant main effects of presentation format 
(F[1, 423] = 6.66, p = 0.010, ηp

2 = 0.016) and frame (F[1, 423] = 7.54, 

p = 0.006, ηp
2 = 0.018). However, these main effects are not of 

theoretical interest and were furthermore qualified by the three- 
way interaction effect.) Supporting the lower- bound hypothesis, 
when the probability level was high, the mean estimate in the 
survive condition was greater than exactly half (M = 581.30, 95% 
CI [545.14, 617.46]) and the mean estimate was less than exactly 
half in the die condition (M = 487.72, 95% CI [452.36, 523.08]), 
although in the latter case, the confidence interval includes the 
exactly half value of 500. When the probability level was low, the 
mean estimate in the survive condition was lower than exactly 
half (M = 430.54, 95% CI [397.11, 463.97]) and the mean estimate 
was greater than exactly half in the die condition (M = 622.72, 
95% CI [586.58, 658.85]). As can be seen in Figure 2, the results 
are consistent with Experiment 1 in showing that the pattern 
of results expected based on the lower- bounding hypothesis 
is clearer in the numeric condition. In the numeric condition, 
three of the four cells have means that significantly differ from 
exactly half in the expected direction (the mean in the high- die 
condition that did not significantly differ was nevertheless in the 
prediction direction). In contrast, in the verbal condition, both 
of the cells with means expected to be less than exactly half in-
cluded the reference point in the 95% confidence intervals, and 
in one case (once again, the high- die condition), the mean esti-
mate was in the opposite direction to that expected based on the 
hypothesis.

As in Experiment 1, the lower- bounding hypothesis was also 
tested by coding whether each participant's estimate was consis-
tent or inconsistent with a lower- bound interpretation. Just over 
two- thirds of the sample (68.9%, 95% CI [64.7%, 73.1%]) gave 
lower- bound- consistent estimates. This rate was not contingent 
on frame, probability level, or probability format (all p > 0.80 
based on chi- square tests). If participants whose estimates 
equalled exactly 500 (n = 43) were excluded, the majority provid-
ing lower- bound- consistent estimates was comparable (n = 388, 
67.3%, 95% CI [62.6%, 71.9%]).

Finally, we examined whether participants who conformed 
to a lower- bound pattern of estimation were more prone to 
committing coherence violations within the task and whether 

FIGURE 2    |    Estimated frequency of survivors by probability format, 
probability level, and frame in Experiment 2. Note: Error bars are 
estimated marginal means with 95% confidence intervals. Raincloud 
plots are from sample data.
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lower- bounders were less numerate, adept at verbal reasoning, 
or less prone to having an AOT style, as one might expect on the 
basis of the deficient- reading hypothesis. The method was iden-
tical to that used in Experiment 1 and Cronbach's α = 0.70 for 
the coherence measure. A majority (74.2%) gave an incoherent 
response to the question about the probability of zero or more 
surviving, and a majority (65.7%) exhibited at least one mono-
tonicity violation. As Table 2 shows, lower- bound- consistent re-
sponding was weakly positively related to AOT, but unrelated to 
any of the other measures. As in Experiment 1, the findings were 
comparable if participants who responded with a value of 500 
were excluded (see bolded values in Table 2). As in Experiment 
1, task- related incoherence was associated with lower numer-
acy, poorer verbal reasoning skill, and lower AOT.

4.3   |   Discussion

Experiment 2 replicated the key results of Experiment 1 both 
in terms of the analysis of mean differences in frequency esti-
mates and the proportion of lower- bound- consistent responses. 
Moreover, such responses were not associated with incoherence 
and showed a weak positive relation with an AOT style. Taken 
together, these results supported the lower- bounding hypoth-
esis and did not support the cognitive deficiency hypothesis.

5   |   Experiment 3

Experiment 3 was built on the previous experiments in several 
respects. First, we assumed in the prior experiments that the 
target population of 1000 was interpreted as an exact amount, 
yet the premise of this research is that a quantifier n is not nec-
essarily interpreted as exactly n. In Experiment 3, therefore, we 
made it explicit that the reference population of 1000 referred to 
“exactly 1000.” Second, we used a wider range of scenarios to 
test the robustness of the observed effects. One of the three sce-
narios focused on the number of male or female births recorded. 
Because the expected proportions of male and female births are 

equiprobable and this is a widely known fact, we reasoned that 
there might be a weaker tendency to lower bound the quantifier 
half in this scenario. Third, we omitted the probability transla-
tion task used in Experiments 1 and 2, which, as noted earlier, 
had been implemented for a separate report. This obviated the 
need for presenting other unrelated material such as the NATO 
standard for communicating verbal probabilities, which was 
shown to participants in Experiments 1 and 2. We also used 
different probability terms and corresponding values to further 
increase the generalizability of the findings. Finally, we queried 
participants about their linguistic interpretation of “half” by ask-
ing whether they interpreted the quantifier as meaning either at 
least, at most, exactly, or roughly that much. Although linguistic 
accounts of quantifiers often focus on single- bounded or exact 
readings of such terms (Spector 2013), everyday experience tells 
us that they are also often interpreted as rough approximations 
such as “about half” (Ferson et  al.  2015), especially when the 
quantifiers are round such as “half of 1000” (Sadock 1977).

5.1   |   Materials and Methods

5.1.1   |   Participants

As in the previous experiments, native English speakers were 
recruited from Canada and the United States using Qualtrics 
Panels with the same screening criteria applied. The sample 
(N = 755) meeting these criteria was 48.7% male with a mean 
age of 43.5 years (SD = 11.20). (One participant (female) did not 
provide a response to the age demographic question and was, 
therefore, not included in the computations of mean and SD of 
age.) The sample size substantially exceeded the estimate of 384 
required to ensure comparable statistical power to earlier exper-
iments with an estimated effect size of partial η2 = 0.03. As in 
the prior experiments, the desired postscreened sample size was 
communicated to the Qualtrics Panels service provider prior to 
data collection.

5.1.2   |   Design

Participants were randomly assigned to eight conditions in a 
2 (probability format: verbal, numeric) × 2 (probability level: 
low, high) × 2 (frame: A, B) between- subject factorial design. 
The verbal terms used in the low and high probability condi-
tions were very low probability and very high probability, re-
spectively. In the numeric condition, the corresponding values 
were “less than a 10% probability” and “greater than a 90% 
probability,” respectively. Experiment 3 also included a within- 
subject factor of scenario wherein participants each completed 
the tasks in response to three different scenarios. Specifically, 
there was a scenario that used the survive/die dichotomy and 
which was similar to the scenario used in the previous ex-
periments (refugee scenario), a scenario that used a remain/
removal dichotomy with respect to the number of species on 
an endangered species list (species scenario), and a scenario 
regarding the number of male/female births at a hospital (birth 
scenario). Scenarios are presented in full in the supplementary 
materials. If participants were in the frame A condition, then 
they received the survive framing for the refugee scenario, the 
remain framing for the species scenario, and the male framing 

TABLE 2    |    Pearson correlations among key variables in Experiment 2.

LBC NUM VR AOT INCOH

LBC — 0.08 0.06 0.10* −0.04

NUM 0.07 0.71 
(0.21)

0.43 0.39** −0.36**

VR 0.02 0.50 
(0.24)

0.43** −0.36**

AOT 0.07 0.60 
(0.59)

−0.28**

INCOH −0.03 0.00 (0.88)

Note: Scale M and SD (the latter are in parentheses) are reported on the diagonal 
line. The scores for NUM and VR scales are the proportion of items correct. Bold 
values are correlations that remove participants who estimated a value of 500 
(remaining n = 388).
Abbreviations: AOT = actively open- minded thinking scale, 
INCOH = incoherence scale, LBC = lower- bound consistent (0 = no, 1 = yes), 
NUM = numeracy scale, VR = verbal reasoning scale.
*p < 0.05, and **p < 0.01.
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for the birth scenario. In contrast, participants in the frame 
B condition received the die framing (refugees), the removal 
framing (species), and the female framing (births).

5.1.3   |   Materials and Procedure

For each scenario, participants completed a frequency estima-
tion task and a quantifier interpretation task, the order of which 
was randomized across participants. The order of the scenarios 
was also randomized for each participant. The estimation task 
was comparable in wording to that used in the previous experi-
ments. For example, in the refugee scenario as an example, the 
frequency estimation question was phrased, “If you had to esti-
mate the precise number of refugees that will survive through 
the end of the winter season, what would it be?” As in the previ-
ous experiments, participants responded on a 1001- point slider 
scale ranging from 0 to 1000. For the quantifier interpretation 
task, participants were asked (in the refugee scenario), “In the 
assessment, how do you think the term half as in ‘half of these 
refugees’ is best understood?”They responded by selecting either 
“exactly half,” “at most half,” “at least half,” or “roughly half.” 
The order of these options was randomized per participant. 
Participants responded to both questions for a scenario before 
moving on to the next scenario (see supplementary materials). 
After completing the core experimental tasks, participants were 
given the instructional manipulation task as in Experiment 2. 
Those who passed the screening test also completed the nu-
meracy scale, the verbal analogy items from the Penn Verbal 
Reasoning Test, and the AOT scale and answered demographic 
questions as in Experiment 2.

5.2   |   Results

Frequency estimates in frame B conditions were converted to the 
estimated number of survivors, male births, and species remaining 
on the endangered species list (i.e., frame A) by subtracting esti-
mates from 1000. A 2 (probability format) × 2 (probability level) × 2 
(frame) × 3 (scenario) mixed ANOVA was conducted on the esti-
mated frequencies using α = 0.05 as the Type I error rate. Levene's 
test was significant for each of the three scenarios (all p < 0.001), 
yet as in the previous experiments, the sample sizes of the specific 
conditions did not vary substantially (nmax/nmin = 97/88 = 1.1). Of 
note, the predicted frame × probability level interaction effect was 
significant (F[1, 747] = 100.06, p < 0.001, ηp

2 = 0.118). (There were 
also significant main effects of scenario (Greenhouse–Geisser F[2, 
1463.92] = 7.27, p < 0.001, ηp

2 = 0.010) and frame (F[1, 747] = 22.16, 
p < 0.001, ηp

2 = 0.029) and a frame × probability format interaction 
effect (F[1, 747] = 3.84, p = 0.050, ηp

2 = 0.005). However, these ef-
fects are not of theoretical interest and were furthermore quali-
fied by 2 three- way interaction effects reported in the main text.) 
This interaction effect was qualified by 2 three- way interaction 
effects. First, as in Experiments 1 and 2, the frame × probabil-
ity level × probability format interaction effect was significant 
(F[1, 747] = 9.10, p = 0.003, ηp

2 = 0.012).

Figure  3 shows that the two- way interaction conforms to the 
lower- bounding hypothesis and replicates the key feature of 
the three- way interaction from Experiments 1 and 2—namely, 
that the predicted interaction effect is stronger in the numeric 

condition than in the verbal condition. There was also a signif-
icant frame × probability level × probability format interaction 
effect (Greenhouse–Geisser F[1.96, 1463.92] = 3.06, p = 0.048, 
ηp

2 = 0.004), which is plotted in Figure S1. Although this three- 
way interaction is difficult to interpret (see Figure S1), two points 
are noteworthy. First, the predicted two- way interaction that is 
consistent with the lower- bounding hypothesis was statistically 
significant in each of the three scenarios: for the refugee sce-
nario, F(1, 747) = 92.27, p < 0.001, ηp

2 = 0.110; for the species sce-
nario, F(1, 747) = 48.19, p < 0.001, ηp

2 = 0.061; and for the birth 
scenario, F(1, 747) = 67.73, p < 0.001, ηp

2 = 0.083. Second, the ef-
fect size of this interaction was not weakest in the birth scenario, 
where one might have expected the quantifier to be interpreted 
as “exactly half” or “roughly half” rather than “at least half.”

The lower- bounding hypothesis was also tested by coding 
whether each participant's estimate was consistent or incon-
sistent with a lower- bound interpretation. Consistent with the 
results of Experiments 1 and 2, a significant majority of partic-
ipants provided lower- bound- consistent responses in each sce-
nario. As Table 3 shows, this result was observed whether the 
“exactly half” responses of 500 were included or excluded.

Participants' responses to the question about their interpretations 
of “half” were more ambiguous. As Table 4 shows, across each 
scenario, the modal response was to indicate that half meant 

FIGURE 3    |    Estimated event frequency (coded as frame A) by 
probability format, probability level, and frame in Experiment 3. Note: 
Error bars are estimated marginal means with 95% confidence intervals. 
Raincloud plots are from sample data.

TABLE 3    |    Percentage of lower- bound consistent responses by 
scenario in Experiment 3.

 
Total sample 

(n = 755)
Excluding 

responses of 500

Scenario % 95% CI % (n) 95% CI

Refugees 63.0 59.5, 66.4 65.0 
(686)

61.4, 68.6

Species 60.5 57.4, 63.6 62.1 
(689)

58.4, 65.9

Births 66.9 63.7, 69.9 68.0 
(687)

64.4, 71.5
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“roughly half.” More surprisingly, the proportions of “at least” 
and “at most” responses were comparable within each scenario. 
This might be expected to occur if many participants did not in-
terpret the question to refer specifically to the term half but rather 
to the entire statement (i.e., that it was [e.g., unlikely, likely] that 
half would be the outcome). If so, the lower- bounding hypothe-
sis would predict a contingency between linguistic response and 
probability level such that there would be a higher proportion of 
“at least” responses observed in the high probability condition 
than in the low probability condition since something that is un-
likely to bring about at least n will bring about at most n. In line 
with this hypothesis, responses were dependent on the probability 
level within each scenario (see chi- square test results in Table 4). 
Whereas there was a slight but nonsignificant tendency for more 
participants to give “at most” responses than “at least” responses 
in the low probability condition, a stronger opposing tendency 
to give more “at least” responses than “at most” responses was 
observed in the high probability condition (see Table 4). This pat-
tern is consistent with the lower- bounding hypothesis. (An alter-
native hypothesis for the higher- than- expected rate of “at most” 
responses suggested by one reviewer is that some participants 
may have confused “at most” with “more than.” However, by the 
same token, one could argue that “at least” selections were con-
fused with “less than.” Unlike the hypothesis that we tested, we 
can see no way to test this in the present experiment).

We examined participants' linguistic responses in another way 
by focusing on the subset of participants who provided “roughly” 
responses and who did not give a frequency estimate of exactly 

500 within a given scenario. If “roughly” is merely imprecise 
but symmetric (like “exactly”), we would expect no significant 
difference between the proportion of “roughly” responders who 
give frequency estimates consistent with a lower- bounding in-
terpretation and those who give estimates consistent with an 
upper- bounding interpretation. Contrary to this prediction, and 
supporting the lower- bounding hypothesis, the proportion who 
gave estimates consistent with lower- bounding was a significant 
majority in each scenario: for the refugees scenario: n = 270, pro-
portion = 0.622, 95% CI [0.561, 0.684]; for the species scenario: 
n = 267, proportion = 0.592, 95% CI [0.534, 0.648]; for the birth 
scenario: n = 294, proportion = 0.667, 95% CI [0.613, 0.726].

Finally, we examined whether the lower- bound consistent re-
sponses were correlated with individual difference measures. 
As can be seen in Table 5, the results were consistent with the 
earlier experiments. Specifically, in the refugee scenario, lower- 
bound consistent responding was positively correlated with 
AOT, and in the birth scenario, such responding was positively 
correlated with numeracy, verbal reasoning, and AOT. As in 
the earlier experiments, the findings were comparable if partic-
ipants who responded with a value of 500 were excluded (see 
bolded values in Table 5).

5.3   |   Discussion

The results of Experiment 3 replicated and generalized the find-
ings of the earlier experiments. In each of the three scenarios, 

TABLE 4    |    Percentages of quantifier interpretations by scenario and probability level in Experiment 3.

Probability level

Overall Low High

Scenario/interpretation % 95% CI % 95% CI % 95% CI χ2a p

Refugees 13.17 0.004

Roughly 39.5 36.2, 42.5 34.6 30.3, 38.9 44.2 39.3, 49.2

Exactly 14.6 12.3, 17.0 15.3 11.8, 19.0 13.9 10.7, 17.3

At least 25.6 22.6, 28.6 24.9 20.9, 29.2 26.2 22.0, 30.4

At most 20.4 17.6, 23.0 25.2 21.2, 29.8 15.7 12.6, 18.8

 Species 21.09 < 0.001

Roughly 40.0 37.0, 43.3 34.9 30.3, 39.4 45.0 40.1, 50.1

Exactly 15.5 13.1, 18.1 16.4 13.4, 19.6 14.7 11.5, 18.1

At least 24.8 22.1, 27.4 22.8 18.5, 26.8 26.7 22.8, 31.2

At most 19.7 16.8, 22.5 26.0 21.4, 30.3 13.6 10.7, 16.5

Births 33.89 < 0.001

Roughly 42.8 39.3, 46.1 33.0 28.4, 37.5 52.4 47.4, 57.1

Exactly 19.1 16.3, 21.6 20.9 17.2, 24.4 17.3 14.1, 20.4

At least 18.7 16.0, 21.2 20.4 16.6, 24.4 17.0 13.5, 20.7

At most 19.5 16.8, 22.3 25.7 21.7, 29.8 13.4 10.2, 16.5

Note: Confidence intervals are based on 1000 bias- corrected and accelerated bootstrap samples. Chi- square tests analyze the contingency between participants' 
linguistic interpretations and probability level.
adf = 3, N = 755.
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mean frequency estimation was consistent with lower bounding 
of the quantifier half, and a majority of participants provided 
lower- bound consistent responses for each scenario, regardless 
of whether responses of exactly 500 were included or excluded in 
the analyses. While it appears that the linguistic interpretation 
question was interpreted differently than intended by some par-
ticipants, especially by those in the low probability condition, 
the results are nevertheless informative. In particular, there 
seems to be little doubt that when given the option to select from 
exactly, at least, at most, or roughly, there is a dominant prefer-
ence to select roughly. Still, among those selecting this interpre-
tation and not providing a frequency estimate of exactly 500, a 
significant majority estimated values in line with lower bound-
ing for all scenarios.

6   |   General Discussion

Although linguistic theories posit that quantifiers can take on a 
range of meanings, it has been assumed in much of the experi-
mental work in decision science that quantifiers presented in toy 
decision problems like the Asian Disease Problem should be in-
terpreted as exactly the quantity specified rather than as a lower 
or upper bound (or for that matter, an approximate quantity). 
Few studies in decision science have collected data to resolve this 
clash of assumptions. The present research provided such em-
pirical tests and found support for the idea that people often in-
terpret quantifiers in ways other than as “exactly that quantity.”

In the present research, we hypothesized that people tend to 
interpret half as a lower bound—that is, tend to lower bound 
the quantifier—and that this would have predictable effects on 
their frequency estimation. The predicted effects were observed 
such that our manipulations of frame and probability level in-
teracted as expected in each of three experiments. Support for 
the lower- bounding hypothesis was not only observed in the 
analyses of central tendencies, but also in the analyses of pro-
portions, which showed that a majority of participants in each 
experiment provided frequency estimates that were consistent 
with lower bounding (even if responses of 500 also consistent 
with an exactly reading were removed), whereas only a mi-
nority gave estimates consistent with an exactly interpretation 
of half. Finally, contrary to the cognitive deficiency hypothesis, 

the tendency to lower bound the quantifier was unrelated to in-
coherence in Experiments 1 and 2, even when participants who 
responded with a value of 500 (i.e., exactly half) were excluded.

These findings generalize earlier research on the linguistic in-
terpretation of quantifiers in judgment and decision- making 
tasks in various ways. First, whereas earlier work demonstrating 
a tendency to lower bound quantifiers in judgment and decision- 
making tasks focused on numeric quantifiers (Mandel  2014; 
Teigen and Nikolaisen  2009), the present research examined 
the tendency of participants to interpret a commonly used non-
numeric quantifier (half) as a lower bound. Second, whereas 
Mandel (2014) examined the issue in the context of risky choice, 
the present experiments examined the issue in the context of 
frequency estimation. Third, whereas the numeric quantifiers 
studied in Mandel (2014) were not coupled with probabilities but 
rather expressed as explicit certainties (e.g., “it is certain that 200 
people will be saved”), the present experiments examined how 
probability levels might be expected to interact with frames if 
participants interpreted the quantifier as a lower bound. Finally, 
whereas the values of the numeric quantifiers differed across 
frames in earlier work (i.e., “200 people will be saved” was used 
in the gain frame, and “400 people will die” was used in the loss 
frame), the quantifier half was held constant across frame in the 
present research (e.g., “half survive” vs. “half die”).

The present findings are of methodological and theoretical 
significance because they demonstrate that quantifiers are 
not linguistically straightjacketed such that they must be read 
as meaning “exactly that much.” Although Mandel  (2014, 
Experiment 3) found that most participants, when given the 
standard format of the ADP, adopted a lower- bound inter-
pretation of the numeric quantifiers presented in the sure op-
tions, the subsample that received the standard format of the 
ADP in that experiment was comparatively small, comprising 
only 50 participants. In contrast, the present research found 
strong evidence for a modal lower- bound- consistent frequency 
response based on data collected from 2088 participants. The 
implications of such findings for framing research, in particu-
lar, should be evident. If it is required that participants inter-
pret the quantifiers in alternative frames as meaning “exactly 
that quantity,” and if participants do not, in fact, interpret the 
quantifiers as intended, perhaps treating them instead as lower 

TABLE 5    |    Pearson correlations among key variables in Experiment 3.

LBC refugees LBC species LBC births NUM VR AOT

LBC refugees — 0.36** 0.39** 0.04 0.06 0.12**

LBC species — 0.37** 0.03 0.05 0.03

LBC births — 0.09* 0.11* 0.09*

NUM 0.07 0.03 0.11** 0.63 (0.22) 0.46** 0.36**

VR 0.08* 0.05 0.12** 0.44 (0.23) 0.36**

AOT 0.13** 0.03 0.09* 0.56 (0.57)

Note: Scale M and SD (the latter are in parentheses) are reported on the diagonal line. The scores for NUM and VR scales are the proportion of items correct. Bold 
values are correlations that remove participants who estimated a value of 500 (remaining nrefugees = 686; nspecies = 755; nbirths = 687).
Abbreviations: AOT = actively open- minded thinking scale, LBC = lower- bound consistent (0 = no, 1 = yes), NUM = numeracy scale, VR = verbal reasoning scale.
*p < 0.05, and **p < 0.01.
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bounds, then the experiment cannot test what it purports to test. 
Convenient as it may be, researchers are not at liberty to decree 
by fiat that two statements are equivalent if people reading the 
statements disagree. Yet this is precisely what has happened in 
framing research for several decades (Fisher and Mandel 2021; 
Mandel 2022; Mandel and Vartanian 2011; Teigen 2011).

The failure to seriously consider the requirements of a framing 
task and to ensure that they are met has set back theoretical 
progress in this research area. Until the weaknesses of the ex-
perimental methods used to test for violations of description 
invariance are acknowledged, there will be a continuation of 
unclear thinking about the subject matter. For instance, it is 
not widely acknowledged that the requirements for framing are 
unlikely to be met in tasks such as the Asian Disease Problem 
and that they must be met in order for the logic of the exper-
iment to follow through. Accordingly, the empirical effects of 
such experiments will continue to be incorrectly described as 
framing effects. This is why the term framing in the title of this 
article was set in scare quotes. If “half survive” and “half die” 
are interpreted as “at least half survive” and “at least half die,” 
then they are no longer frames in a strict sense (Frisch  1993; 
Kühberger 1998; Mandel 2001, 2008, 2022, 2023). The replica-
bility of the behavioral effect, moreover, which is not in question 
(e.g., Klein et al. 2014; Kühberger 1998), does nothing to resolve 
the issue, and pointing to it merely obfuscates the theoretical 
and methodological problems that we describe.

We do not deny that taking individual differences in linguis-
tic interpretation of frames into account complicates meth-
odological matters. Channeling Nagel  (1986), it is far easier to 
attempt to impose a “view from nowhere” representation on 
the participant, but this is as self- defeating as it is delusional. 
It is self- defeating because if the experimental aim is to study 
how coherently individuals respond to alternative descriptions 
that they themselves regard as extensionally equivalent, then 
experimenters must collect data which sheds light on how the 
participant understands the verbal matter that forms the basis 
of the task. Or else, they must take precautions to ensure that 
the meaning that they intend to convey is what ought to be con-
veyed. For instance, if a task requires exactly some quantity to 
be specified, then it could be explicitly stated and even explic-
itly stated in different ways such as “exactly n” and “no more 
or less than n” (e.g., see Mandel 2008). To do otherwise, how-
ever—namely, to assume that the participant's representation 
just happens to map onto the experimenter's—is to commit what 
William James called the psychologist's fallacy par excellence. As 
James put it, “The great snare of the psychologist is the confusion 
of his own standpoint with that of the mental fact about which he 
is making his report (1890/1950, p. 196, italics in original). The 
current unverified approach is delusional because there is no 
legitimate view from nowhere. There is no “easily verified” ob-
jective meaning to statements such as “200 lives will be saved” 
or “half will survive”, even if there happens to be strong inter-
subjective agreement on this issue among a group of researchers. 
The methodological implications of this research, of course, do 
not imply that variations in frame are impotent. It is simply that 
much less of what is called framing strictly qualifies as framing 
and, therefore, much that has been claimed about human ratio-
nality based on studies of strict framing is far more questionable 
than it is often assumed to be.

The present research is also clearly not a call to replace an exact 
reading of quantifier with a lower- bound reading. Rather, it is 
a call to reject any straightjacketed linguistic assumptions that 
are untested but which may, ultimately, undermine the logic 
of experiments in judgment and decision- making that have 
implications for theory, practice, and the broader characteri-
zation of human rationality. While the present work confirms 
the existence hypothesis that quantifiers can be interpreted in 
ways other than “exactly that quantity,” we suspect that future 
studies could articulate a much fuller account of the conditions 
under which various types of quantifier interpretation are more 
likely to be manifested. For instance, in some contexts, it may 
be viewed as a more egregious error to overestimate a quantity 
than to underestimate it (Teigen and Filkuková 2011), and this 
might prompt lower- bound interpretations if receivers infer that 
senders are intentionally playing it safe with their estimates. 
However, we obtained evidence of lower bounding in the birth 
scenario of Experiment 3, which is unlikely to invite such con-
versational inferences, suggesting that this is not an overriding 
factor. One might also expect an attenuation of lower bounding 
if quantifiers do not convey round numbers such as those used 
in the present studies (Ferson et al. 2015; Sadock 1977).

The findings of Experiment 3 clearly indicate that individuals 
sometimes adopt linguistic interpretations of quantifiers that 
are, on the one hand, fuzzier than both single- bounded or exact 
readings, and on the other hand, conveying more than “roughly 
n” or “about n” would seem to convey. Specifically, whereas “at 
least n” implies the certainty of n but possibly more (Geurts and 
Nouwen 2007), it seems unlikely that in many cases in which 
quantifiers are used in uncertain assessments (such as proba-
bilistic forecasts), receivers will be absolutely certain about the 
lower bound. In such instances, a receiver might instead inter-
pret the sender's use of half to mean something like “roughly half, 
but if not exactly half, then more likely more than half rather 
than less than half.” Future research could test this hypothesis, 
for instance, by assessing the probabilities assigned to various 
possible outcomes such as “less than half,” “exactly half,” and 
“more than half.” If the quantifier is interpreted as at least that 
much, then the probability assigned to “less than half” should be 
zero. However, if the quantifier is interpreted fuzzily as roughly 
half but more likely more than half than less than half, we might 
expect a nonzero probability to be assigned to “less than half,” 
and, further, we might expect that this probability would be 
smaller than the probability assigned to “more than half.” Given 
that judgment and decision- making are often couched in uncer-
tainty and ambiguity, a better theoretical understanding of ap-
proximators, including complex linguistic ensembles in which 
approximators are qualified by probabilities, seems vital for the 
design of coherent experiments and theories in the field.

Our findings also reveal that receivers' understanding of proba-
bilistic assessments involving quantifiers is shaped by multiple 
attributes of the probabilities. For instance, across all studies, 
support for the lower- bounding hypothesis was stronger if prob-
abilities were expressed in numeric rather than verbal terms. 
This is consistent with the view mutually expressed by research-
ers and participants that the meaning of probabilities as degrees 
of probability is more clearly conveyed by the numeric format 
than the verbal format (see Dhami and Mandel 2022, for a re-
view). Note that, in contrast, verbal probabilities are regarded 
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as more likely to leak information about senders' recommenda-
tions or preferences (Collins and Mandel 2019). The fact that the 
lower- bounding response pattern was weaker in the verbal con-
dition, therefore, suggests that the effect is not primarily due to 
pragmatic inferences about the senders' preferred messaging, al-
though we do not rule out such “information leakage” effects on 
judgment or choice (Sher and McKenzie 2006). More generally, 
our findings highlight that simply using numeric probabilities 
in assessments is insufficient to eliminate linguistic ambigu-
ity and that the challenge for expert assessors is even greater 
than often suggested (e.g., Dhami and Mandel 2021; Irwin and 
Mandel 2023).

The lower- bound response pattern was also stronger when as-
sessments were qualified by low rather than high probabilities. 
Although we did not anticipate this effect, we speculate that it 
may be the result of the marked nature of the low probability 
assessments: affirming the likelihood of “half …” may appear 
less pointed than negating that likelihood. Thus, the rejection of 
“half or more …” might have yielded a stronger lower- bounding 
response than the “mere” acceptance of “half or more …” Future 
studies could remove probabilities altogether and test this hy-
pothesis by constructing assessments that categorically accept 
or reject prospects of ambiguously quantified outcomes. As well, 
future research might assess whether the assessments that in-
clude low probabilities are judged to be stronger, more forceful 
statements than those that include high probabilities, all else 
being equal. Such work may contribute to psycholinguistic the-
ory, and it is certainly vital to putting judgment and decision 
research on a sounder methodological and theoretical footing.
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